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Abstract

We present a new multiple ring network for
multiprocessors, called the Multistage Ring Net-
work(MRN). The MRN has a 2-level hierarchy of
register insertion rings, and its interconnection of
global rings forms a type of the multistage net-
work. The architecture of the MRN is effective at
diffusing the global traffic to all global rings and
the bandwidth of the network increases propor-
tionally with increases in the system size. At the
same time, the MRN retains the economic design
and high speed communication advantages of the
ring network. We develop a deadlock-free routing
algorithm for the MRN. We also present a per-
formance analysis of the MRN and compare the
results with those of a hierarchical ring network.

1. Introduction

Bit parallel and unidirectional ring-based con-
nections have been found to be a very promis-
ing interconnection technology for multiproces-
sors due to their simple hardware interfaces, high
speed communication, wider data path, and easy
addition of extra nodes. The potential of the ring
connections is demonstrated by the SCI (Scal-
able Coherent Interface IEEE standard 1596)[5],
which shows a very high transfer rate, up to 1 Gi-
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gabyte per second per link.

To accommodate a large number of processors,
multiple rings need to be interconnected because
a single ring does not scale well due to the fixed
bandwidth of the ring, independent of ring size.
Rings are connected to each other by switches
having multiple input links and output links. Be-
cause of ring structure, each of the input links
of the switch has a unique preferred output link,
and routing to the preferred output link is signif-
icantly faster than routing to the other links [8].
Therefore, rings must be interconnected to mini-
mize the number of ring changes. Another factor
determining the performance of the system is the
complexity of the switch. The switch having a
wide fanout may reduce the distance between a
source node and a destination node, but it makes
the board logic too complex. The point-to-point
connection is so fast that the complex board logic
causes a performance bottleneck. It is also impor-
tant to keep each ring size within certain ranges
[11] because a large ring tends to saturate rapidly
when the load on the ring increases. In addition,
the routing algorithm for a topology with multiple
rings should be designed carefully to avoid dead-
lock that may occur.

Much research has been done on the intercon-
nection of multiple rings. Some classical topolo-
gies such as Butterfly and k-ary n-cube were syn-
thesized with rings in [8] and [12]. These ap-
proaches require complex hardwares and have no
considerations for the localized traffic. On the
other hand, the hierarchical ring networks have
been found to be cost-effective interconnection
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networks [6], [9], [7], [1]. But this topology has
limited scalability because the bandwidth of the
network decreases as one moves toward the top
of the hierarchy.

In this paper we present the design of a new in-
terconnection scheme, called the Multistage Ring
Network (MRN), for multiprocessors with up to a
few thousands processors. The MRN has a two
level hierarchy with register insertion rings. A
lowest-level ring, local ring, consists of process-
ing modules, and each local ring is connected to
two rings in the top level. The rings in the top
level, global rings, are connected with each other
to form a type of the multistage network. Having
this network structure, the MRN can isolate the
localized traffic from the global rings and diffuse
the traffic at the top level effectively. The switch
of the MRN has three input links and three output
links. We show a prototype design of the switch
that can be implemented with simple logic gates.
We also show a deadlock-free self-routing algo-
rithm for the MRN.

The remainder of this paper is organized as
follows; In the following section we describe in
more detail the architecture of the MRN. In Sec-
tion 3 we describe the simulation experiments.
The results and comparisons with those of a hi-
erarchical ring network are reported in Section 4.
Section 5 concludes our work.

2. Multistage Ring Network

2.1. Structure and Operation

An MRN(r, l) will, in general, consist of N �

r�rl processing modules, where r is the number
of stages and l is the number of nodes per lo-
cal ring. A local ring is connected to two global
rings, of which one is called horizontal ring and
the other is diagonal ring. The top level structure
is constructed as follows. Let (�i� �j) be an iden-
tifier of a local ring at stage �i and row �j on the
top level (refer Figure 1). A horizontal ring con-
nects local rings in the same row and also has con-
nections with r diagonal rings. A diagonal ring

connects the series of local rings,

��� ���� ��� ���� � � �� �r� �r�� ��� �r����

��� �r���� � � �� �r� ��r�

where �j�� � �j XOR ��r������j��� mod r�� for
� � j and � � �� � �r��. Each diagonal ring
is connected to �r horizontal rings. Thus, the size
of a diagonal ring is two times larger than that of
a horizontal ring.
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Figure 1. An example of the MRN with
eight local rings and two stages. Each
dotted line in the MRN switches denotes
the preferred connection of a given input
link. The letters demonstrate deadlock
free routing, described in the text.

Two types of interfaces are used to construct
the MRN: a network-interface connects a process-
ing module to a local ring, and an MRN switch
connects a local ring to two global rings. The
network-interface controls outgoing packets from
the processing module and switches incoming
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packets from the input link to the processing mod-
ule or the output link according to their routing in-
formation. The MRN switch controls the packet
transfers between the three rings.

Figure 2 shows the general structure of the
network-interface in the register insertion ring ar-
chitecture. The receive queue stores incoming
packets destined to the processing module, and
the transmit queue stores the packets that will
be injected into the ring. Both queues are split
into response and request queues to prevent pos-
sible deadlocks [5]. The ring buffer stores packets
going to the downstream nodes while the output
link is transmitting another packet in the transmit
queue or the ring buffer. When the ring buffer is
empty and no packets are being transmitted, the
incoming packet can be transferred to the output
link directly, bypassing the ring buffer. Note that
the packets in the transmit queue can have chance
to be transmitted to the output link only when the
ring buffer is empty.
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Figure 2. Block diagram of a network-
interface.

Figure 3 shows the block diagram of the MRN
switch, which can be implemented with simple
logic gates. The MRN switch consists of three
modules such as local ring connection module,
horizontal ring connection module, and diago-
nal ring connection module. Each module be-
haves as a node in the given ring. For exam-
ple, the local ring connection module performs
the same operations as a network-interface in the
ring. Each module also controls packet transfers
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Figure 3. Block diagram of an MRN
switch.

between itself and the other modules. In the lo-
cal ring connection module, the receive queue can
send its packets directly to the output links of the
other two rings, and the transmit queue can re-
ceive packets directly from the input links of the
other two rings. This is an important feature of the
MRN switch, to avoid possible deadlocks, which
will be described in next subsection. In order to
improve performance, the horizontal ring connec-
tion module can send packets from the input link
to the transmit queue of the local ring connection
module while the packets in its receive queue are
going to the diagonal ring. The diagonal ring con-
nection module can also accomplish these opera-
tions. The queues of the MRN switch are also
split into response and request queues.

Processing modules communicate with each
other by sending a packet to the target process-
ing module. The target processing module re-
turns the echo packet to the sender after receiv-
ing the packet. A packet on the network is sent as
a continuous sequence of flits, where the header
flits contain routing and flow control information.
As flits are forwarded in a bit parallel format, the
packet becomes spread across contiguous links of
the network. The sending packet moves around
the rings until it reaches its target node. In a ring,
when the sending packet arrives at the target node
or the MRN switch which it must change rings
at, the receiving node strips the packet from the
ring and stores the packet in its queue. The MRN
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switch having received the packet in its queue be-
haves as a sending node in the ring that the packet
should be transferred into.

2.2. Routing Algorithm

The classical deadlock problem may occur in
multiple rings. A single ring network has a sim-
ple routing strategy in which sending packets are
only forwarded until they reach their destinations
through the unidirectional path. However, in mul-
tiple rings, the entire sending packets are stored
in the queues of the switches where they change
rings. This causes the same deadlock problem
of store-and-forward networks. In the MRN, if
packets can start at an arbitrary stage and end at
an arbitrary stage, then there exists at least one
cycle of queues.

In order to prevent deadlock we use a restric-
tive routing algorithm and some features of the
MRN switch. A packet from a local ring is deliv-
ered to its target local ring by the following three
routing phases. 1) The packet is transferred to the
first stage node via the horizontal ring links. 2)
the packet is routed to the horizontal ring con-
taining the target local ring, using horizontal or
diagonal ring links as needed. The routing path
is determined according to the row address of the
destination local ring using the similar manner of
determining routing path on the butterfly network
[3]. 3) the packet is delivered to the target lo-
cal ring via the horizontal ring links. Any of the
above routing phases can be skipped if it makes
no progress toward delivery of the packet.

In Figure 1 we named every queue of the MRN
switches to show an example of the proof that the
above routing algorithm is deadlock-free. Note
that the queues of the MRN switches in the first
stage are named differently. This is because the
receive queues of the diagonal ring connection
modules in the first stage are visited only by the
packets being routed in the second routing phase.

Lemma 1 The routing algorithm for the MRN is
deadlock-free.

Proof. To start the routing in the top level, the
packets are stored in the receive queues of the lo-
cal ring connection modules (named the smallest
alphabetically), and they require queues in intra-
stage MRN switches. Because the packets are
routed along the unidirectional path, they visit
queues in alphabetically increasing order in the
second routing phase. The packets being routed
by the third routing phase require only the trans-
mit queues of the local ring connection modules,
named the largest alphabetically. Thus, the pack-
ets visit queues in alphabetically increasing order.
�

3. Performance Evaluation

To study the performance of the MRN under
practical traffic conditions, we use a simulator be-
cause we are unable to find analytical solutions
considering the operations after collisions. In this
section we describe the simulation, workload pa-
rameters.

3.1. Simulator and System Parameters

We constructed a simulator operating on a
cycle-by-cycle basis to reflect the behavior of the
packets on the network, written in C. The batch
mean method was used for output analysis, where
the first batch was discarded due to its possible
initialization bias. We computed sample means
for each batch and computed grand mean and con-
fidence interval using those sample means. Each
batch was terminated after running 100000 clock-
cycles. As a primary measure of performance
transfer latency is defined as the time from when
a packet is first issued by a processing module
until the target node receives the whole packet,
measured in network cycle. Each ring network
cycle time was assumed to be twice as long as a
processor cycle time, values used in recent stud-
ies [7]. We assumed that there exists at most one
outstanding transaction, and each partition of the
queues in the interfaces has enough space to ac-
commodate a packet of the largest size. The SCI
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global fairness protocol [10] was used to guaran-
tee approximately equal opportunities of ring ac-
cess for all nodes in a ring.

There are five main types of packets: read re-
quest, read response, write request, write response
and echo packets. Only the read response and the
write request packets have data, or a cache line,
and the write response packet only informs that
the requested memory operation has been per-
formed successfully. We assume that the packet
with data requires 40 flits, the packet without data
requires eight flits, and the echo packet requires
four flits, chosen from the SCI packets [5] for its
popularity. In a ring the sending packet is striped
from the ring by the receiving node, changed to
an echo packet with a Positive/Negative acknowl-
edge flag and then returned back to its source
node. If the source node receives the echo with
Negative acknowledgment, then it resends the
original packet to its destination. When a packet
changes rings, the MRN switch having received
the packet in its queue behaves as a source node
in the ring that the packet should go into.

3.2. Workload Parameters

We use a synthetic workload model character-
ized by the mean time between cache misses or
the inverse of request rate �, the probability of
read/write cache miss, and the communication lo-
cality. A read miss is assumed to be 0.7 in all ex-
periments, chosen for its consistency with empir-
ical statistics [4]. Our workload model does not
consider the cache coherence traffic. We adopt
the clusters of locality model by Holliday and
Stumm [7] because it has been shown to be ef-
fective in many studies of direct networks. The
locality model is defined by the number of clus-
ters, each cluster size, and the probability of a
requesting packet’s target being in each cluster.
Consider a system having N processing modules,
then S � �S�� S�� S�� and P � �P�� P�� P�� des-
ignates that there exists three clusters, ith clus-
ter has Si closest processing modules for i � �,
S� � S� � S� � N , first cluster has probability
P� of being the target, and cluster Si (� � i) has

probability Pi of being the target given that the
target is not in any cluster Sk for k � i.

4. Results and Comparisons

Because our major interest lies in the perfor-
mance evaluation of large systems with a few
thousands processors within the context of shared
memory multiprocessors, the systems considered
in the simulation experiments have 1024 process-
ing modules but for the MRN�	� 
�, which has
system size of 1280 because there exists no ideal
number of stages for system size 1024. For the
hierarchical ring network, we specify its topology
by the branching factor at each level of the hi-
erarchy starting at level 1 ring and ending at the
root ring. We consider two topologies, TH� �

�
� 
� �� �� �� and TH�� � ���� �� �� �� ��, the best
topologies in the study of Hollyday [7]. For the
request rate, we consider a rate of 0.002 to 0.04
data cache misses per processor cycle; this range
is supported by the observed characteristics of a
number of application programs in recent studies
having shown a mean number of processor cycles
between 6 and 137 for shared data accesses [2].
The confidence interval halfwidths for all simula-
tion results reported in this section are 3% or less
at a 95% confidence level, except near saturation
points having more than a few percent confidence
interval halfwidth.

Table 1. Comparing the connection com-
plexities of the systems having system
size of 1024 and local ring size of 16.

Metric
Topology

MRN��� ��� TH�� � ���� �� �� �� ��

Num. of links 1216 1196
Num. of rings 88 87

Num. of switches 64 86

Figure 4 and Figure 5 show how average la-
tency varies with the request rate �, and the clus-
ter 1 probability P� for the considered systems. In
the case of the hierarchical ring network, as the re-
quest rate increases from 0.002 to 0.01, the aver-
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Figure 4. Comparing the average latency
of TH�� having system size 1024 and
MRN��� ��� for several different cluster
1 probabilities, P� � ���� ��
� ��	 when
P� � ��
, and S � ��� �� ����.

Figure 5. Comparing the average latency
of TH� having system size 1024 and
MRN�	� 
� for varying P� when P� �

��
, S � ��� �� ���� for TH� and S �

��� �� ���	� for MRN�	� 
�.

age latency increases sharply even for P� � ��	.
At this point, the average latency for P� � ��	
starts to saturate because the network utilization
reaches to a peak point and thus most processing
units are blocked, waiting the response. The lo-
cal ring size has minimal effect on the average

latency due to the concentrated traffic near the
root. In the case of the MRN, the average la-
tency for varying P� grows slowly as the request
rate increases due to its semi-balanced traffic at
global rings. MRN�	� 
� shows better perfor-
mance than MRN��� ���, but the difference is
negligible for the system loads considered.

Table 1 compares the connection complexities
of the hierarchical ring network and the MRN for
the identical system and local ring sizes. The
detailed hardware complexity comparison for the
switches used to construct each system is beyond
the scope of this paper because of differences
in implementation techniques. Even if the logic
complexity of the MRN switch is roughly dou-
ble that of the switch for the hierarchical ring net-
work, the MRN is cost-effective considering the
number of switches used.

5. Conclusion

This paper has presented the design and
performance analysis of a Multistage Ring Net-
work(MRN). An efficient deadlock-free routing
algorithm for the MRN was also developed. The
architecture of the MRN is effective at diffusing
the global traffic on the network to all global
rings, and the bandwidth of the network increases
proportionally as the system size increases. The
MRN switch can be implemented with simple
logic gates and thus has the potential to scale
with the improved circuit technology in the
future. Thus, the MRN can retain the advantages
of the ring-based design without being subject
to scalability limitations. The performance of
the MRN is several times better than that of the
hierarchical ring network and at comparable cost.
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